First-principles optical spectra of low dimensional systems
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Low dimensional systems, such as organic molecules, nanotubes, nanowires, have attracted great interest in the last few years, due to their possible application in nanodevices. It is therefore important to describe accurately the electronic excitations, with highly reliable and efficient ab-initio approaches. A standard technique for studying the ground-state properties is the Density Functional Theory; however when electronic excited states are involved, the many-body Green’s functions theory is used for obtaining quasi-particle excitation energies and optical spectra. In this paper we will present the current status of this theoretical and computational approach, showing results for a bulk semiconductor and for two different kinds of low dimensional systems.
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1 Introduction

Semiconductor device fabrication shows a remarkable trend towards miniaturization, driven by many scientific and technological innovations. The size of device components is now reaching the nanometric scale, i.e. the actual fabrication technological limit. This limitation could be overcome by substituting traditional inorganic semiconductor components with single nanostructures, such as nanowires, nanotubes, or organic molecules. It is therefore important to study these systems in order to understand their properties for possible electronic and optoelectronic applications. In this context, theoretical calculations can help in the interpretation of experimental results, and, more importantly, may be useful in predicting structural, electronic, optical, and transport properties to help to realize more efficient devices.

Density Functional Theory (DFT) [1] is a many-body approach successfully used to calculate the ground-state electronic properties of many-electron systems. However, when physical phenomena involving excited states are studied, it is necessary to include many-body effects not contained in DFT, through Green’s function theory. The use of many-body perturbation theory [2], with DFT calculations as zero order approximation, is nowadays the state-of-the-art to obtain quasi-particle excitation energies and dielectric response in an increasing number of systems, from bulk materials to surfaces and nanostructures. A general discussion of this theoretical framework will be presented in the next section, referring the reader to the books and the reviews available in the literature for a complete description (see, for instance, [3–5]), while some examples of applications to systems of different dimensionality will be given in the last section.
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2 Theoretical framework

The Density Functional Theory, introduced by Hohenberg and Kohn (HK) in 1964 [1], is based on the idea that the ground state energy of a system of N interacting electrons in an external potential \( V_{\text{ext}}(r) \) can be written as a functional of the ground state electronic density. In the Kohn and Sham [6] formulation it consists in a self-consistent solution of one-particle effective equations (Kohn–Sham equations):

\[
[-\frac{1}{2} \nabla^2 + V_{\text{eff}}^{\text{KS}}(r)] \cdot \phi_i(r) = \varepsilon_i \phi_i(r),
\]

where \( \rho(r) = \sum_i^N |\phi_i(r)|^2 \) is the electronic charge density and \( V_{\text{eff}}^{\text{KS}}(r) = V_{\text{ext}}(r) + V_{\text{H}}(r) + V_{\text{xc}}(r) \). \( V_{\text{H}} \) is the Hartree potential and \( V_{\text{xc}} \) is the exchange–correlation potential defined as

\[
\frac{\delta}{\delta V_{\text{xc}}(r)} \rho(r) \varepsilon \equiv \varepsilon, \quad \varepsilon = \frac{\delta E}{\delta \rho(r)},
\]

which contains all the many-body effects and it is usually calculated in local [7] or semilocal [8] approximations. Being a ‘ground-state’ theory, it can be expected that DFT electronic band structures do not compare very well with experiment. Indeed the calculated electronic band gaps of semiconductors and insulators severely underestimate the experimental ones, and the same happens in molecules for the HOMO-LUMO separation. This is due to the fact that occupied states are experimentally accessible by extracting an electron from the system (direct photoemission) and unoccupied states are accessible by adding one electron (inverse photoemission): in both cases, the system is not in its ground state, but in an excited one. Moreover, even if it were possible to find an exact exchange–correlation potential, there is no rigorous justification to interpret the KS eigenvalues \( \varepsilon_i \) as the electron addition or removal energies. We will summarize, therefore, in the following, the rigorous method, based on the Green-functions approach, that enables the calculation of electronic band structure. Further information and more details about the Green function approach can be found elsewhere [9–11].

When a bare particle, like an electron or hole, enters an interacting system, it perturbs the particles in its vicinity and it is dressed by a polarization cloud of the surrounding particles, becoming a so-called quasi-particle. Using this concept, it is possible to describe the system through a set of quasi-particle equations by introducing a non local, time-dependent, non hermitian operator called the self-energy \( \Sigma \),

\[
(-\frac{1}{2} \nabla^2 + V_{\text{ext}} + V_{\text{H}}) \Psi_i(r, \omega) + \int \Sigma(r, r', \omega) \Psi_i(r', \omega) \, dr' = E_i(\omega) \Psi_i(r),
\]

Since the operator \( \Sigma \) is not hermitian, the energies \( E_i(\omega) \) are in general complex, and the imaginary part \( \Im \Sigma \) is related to the life time of the excited particle \[12\]. The most used approximation to calculate the self-energy is nowadays the so-called GW method. It can be derived as the first-step iterative solution of the so-called Hedin integral equations (see Ref. [2, 13, 14]) which link the Green function \( G \), the self-energy \( \Sigma \), the screened coulomb potential \( W \), the polarization \( P \) and the vertex \( \Gamma \). Actually Eq. (2) is not usually solved directly, thanks to the fact that the Kohn–Sham wavefunctions are often very similar to the GW ones [13]. It is sufficient to calculate the QP corrections in first-order perturbation theory [13, 14]. Moreover the energy dependence of the self-energy is accounted for expanding \( \Sigma \) in Taylor series and the QP corrections are then given by:

\[
\Delta \varepsilon_{\text{ad}} = \frac{1}{1 + \beta_{\text{ad}}} \left( \phi_{\text{ad}}^{\text{LDA}} \Sigma(\varepsilon_{\text{ad}}^{\text{LDA}}) - V_{\text{xc}}^{\text{LDA}} \phi_{\text{ad}}^{\text{LDA}} \right),
\]

where \( \beta_{\text{ad}} \) is the linear coefficient in the energy expansion of \( \Sigma \) around the DFT-LDA eigenvalues \( \varepsilon_{\text{ad}} \).

On the other hand, the physical quantity to be determined in order to obtain the optical spectra is the macroscopic dielectric function \( \varepsilon_{\text{ad}}(\omega) \), which can be calculated at different levels of accuracy within this theoretical ab-initio approach. A relevant component in the interpretation of the optical measurements of reduced dimension systems is the local-field effects (LFE). These effects are important for inhomogeneous systems, where even long wavelength external perturbations produce microscopic fluctuations of the
electric field, which must be taken into account. In low dimensional systems such as surfaces (2D), wires (1D) and isolated molecules (0D) the inhomogeneity of the charge density increases with respect to the solid bulk, and the local-field effects should become more important.

It is known [15] that for inhomogeneous materials \( \varepsilon_M(\omega) \) is not simply the average of the corresponding microscopic quantity, but it is related to the inverse of the microscopic dielectric matrix in the following way:

\[
\varepsilon_M(\omega) = \lim_{q \rightarrow 0} \frac{1}{\varepsilon_{G=0, \omega}(q, \omega)} .
\]

This formula relies on the fact that although, in an inhomogeneous material, the macroscopic field varies with frequency \( \omega \) and has a Fourier component of vanishing wavevector, the microscopic field varies with the same frequency but with different wavevectors \( q + G \). These microscopic fluctuations induced by the external perturbation are at the origin of the local-field effects and reflect the spatial variation of the material. The microscopic dielectric function is determined, within the linear response theory [16], in the independent-particle picture (RPA, Random Phase Approximation) and using eigenvalues and eigenvectors of a one-particle scheme (as DFT or GW) [17]. There is also a different formulation to include local-field effects in the macroscopic dielectric function, that becomes useful when we will introduce, in the following, the electron-hole interaction in the polarization function. This formulation allows us to include, via the Bethe–Salpeter equation, excitonic and local-field effects on the same footing, and avoid inverting the microscopic dielectric matrix. The complete derivation can be found in Appendix B of Ref. [4].

Up to now we have treated the quasi-particles as non-interacting. To take into account the electron–hole interaction, we need to include a higher order vertex correction in the polarization or, in other words, solve the Bethe–Salpeter equation (BSE), which describes the electron–hole pair dynamics. As well explained in the Ref. [4], the BSE can be written as a linear problem whose hamiltonian is given by:

\[
H^{(\pi, q)}_{\text{exc}}(\pi, \eta) = (E_\pi - E_\eta) \delta_{\eta, \eta} \delta_{\pi, \pi} - i(f_\pi - f_\eta) \times \int \text{d}r \text{d}r' \text{d}z \text{d}z' \phi_\eta(r) \phi_\pi^* (r') \Xi(r, r', z, z').
\]

The kernel \( \Xi \) contains two contributions: \( \tau \), which is the bare coulomb interaction where the long range part corresponding to vanishing wave vector is not included, and \( W \), the attractive screened coulomb electron–hole interaction. Using this formalism and considering only the resonant part of the excitonic hamiltonian [4], the following expression for the macroscopic dielectric function can be obtained [4]:

\[
\varepsilon_M(\omega) = 1 + \lim_{q \rightarrow 0} \nu(q) \sum_{\lambda} \frac{\left| \int \text{d}k \phi_\lambda^* (k) A^{(\pi, q)}_{\lambda} \right|^2}{(E_\lambda - \omega)}. \tag{5}
\]

In Eq. (5) the dielectric function, differently from the RPA approximation, is given by a mixing of single particle transitions weighted by the excitonic eigenstates \( A_\lambda \). Moreover the excitation energies in the denominator are changed from \( \varepsilon_\pi - \varepsilon_\eta \) to \( E_\lambda \) eigenvalues of the excitonic Hamiltonian.

The excitonic calculation is in general, from the computational point of view, very demanding because the matrix to be diagonalized can be very large. The relevant parameters which determine its size are the number of \( k \) points in the Brillouin Zone BZ, the number of the valence bands \( N_v \) and the number of conduction bands \( N_c \) which build the basis set of pairs of states.

All calculations performed in insulators and semiconductors, show that the inclusion of the electron–hole coulomb interaction allows a more quantitative comparison with experiment, not only below the electronic gaps, where bound excitons are generally formed, but also above the continuum edge. Here we present the optical response of bulk Germanium within GW approximation and including excitonic ef-
effects. In Fig. 1 we compare the imaginary part of the bulk dielectric function with the experimental curve [18]. Although this example is not as explicit as bulk Si [19] (where the strong effect is essentially due to parallel bands along ΓX direction), this figure shows how the agreement improves with the inclusion, beyond the self-energy corrections, of both local-field and excitonic effects. The e–h interaction may also induce a redshift of the spectral peaks, which partially cancels the blue-shift arising from the self-energy corrections. Our BSE spectrum essentially agree with that obtained by S. Botti et al. in Ref. [20], while a slight blue-shift of the $E_2$ peak is present with respect to the result reported in Ref. [21], where a static dielectric constant has been used to screen the electron–hole interaction.

3 Low dimensional systems

To illustrate first principles optical properties calculations, we present the results for two low dimensional systems: the heterocyclic organic molecule pyrrole, C$_4$H$_5$N, and the Ge nanowires (Ge NWs). In both cases the inclusion of local-field effects induces large changes in the calculated spectra. Pyrrole is comprised of a five-atom aromatic ring with six $\pi$ electrons: two are donated by nitrogen, and one from each of the four carbon atoms. This molecule is a fundamental unit in many important biological systems, such as porphyrins and phthalocyanines. In our calculation we first optimized the geometrical structure of the molecule (Fig. 2), within a supercell of size 35 × 35 × 35 a.u., obtaining values in good agreement with Ref. [22]. We can qualitatively compare our calculated optical spectra with the experimental VUV absorption spectrum (Fig. 3(a)), which is characterized by two main broad peaks, the first at about 6 eV, the second at 7.5 eV [23]. In Fig. 3(b) we report the calculated (averaged over orientation) DFT-LDA, GW, and DFT-LDA + LFE optical absorption spectra of the isolated molecule. The DFT spectrum shows three peaks, that do not agree with the experimental result, both in the energy position (the absorption threshold is at 5 eV, due to the DFT underestimation of HOMO–LUMO gap), and in the overall lineshape (with a wrong relative intensity for the structures). Preliminary GW calculations give an opening of the gap of about 3 eV. The optical spectrum is shifted towards higher
energies, with the first absorption peak at about 8 eV, but the relative weight of the structures is unaffected. The quasi-particle calculation clearly overcorrects the underestimation of the DFT level, without improving the shape of the spectrum.

On the other hand, the local-field effects correct the shape with respect to the DFT result, through a redistribution of the intensity. In the DFT-LDA + LFE spectrum, we have two structures, the first centered at 5.7 eV, the second at 7.3 eV, at energies comparable to the experimental ones. In addition their relative weights reproduce well the experimental result, with the second peak twice as intense as the first. The inclusion of electron–hole screened interaction, which almost cancels the blue-shift due to the self-energy corrections, will be discussed separately [24]. Here we aim to underline that the good agreement with the experimental spectrum obtained at DFT-LDA + LFE level is not surprising. In fact the compensation of self-energy corrections and electron–hole interaction has been predicted theoretically by Delerue et al. [25] and observed by Porter and co-workers [26] in zero-dimensional nanomaterials. Moreover it is very well known that the Time Dependent Density Functional Theory [27], within the LDA approximation (TDLDA), is generally very accurate to describe excited states for small zero-dimensional systems like molecules and nanoclusters. It has been already discussed [4] that the inclusion of local-field effects, for such systems, is essentially equivalent to perform TDLDA calculations. The (neglected) local LDA exchange-correlation kernel, which describes many-body effects, is indeed small with respect to the unscreened coulomb potential, which describes local-field effects.

As a final example we discuss some of the results obtained for isolated hydrogen-terminated germanium wires oriented along the [100], [111] and [110] directions, with an effective width of 4 Å, 8 Å, and 12 Å. An extended discussion about these wires, including electron–hole interaction effects, is presented elsewhere [28]. A graphical representation of the small section wires is reported in panel (a) of Fig. 4.

Starting with a study of the atomic relaxation effect on the wire band structures and dielectric response, which we found to be very small, we obtained DFT-LDA bandstructures. Our results are consistent with previous theoretical calculations [29] obtained within a LAPW approach instead of a Pseudo-Potential one (used to obtain all the results presented here). No hydrogen-induced states appear within the band gap region for all the Ge NWs oriented along the three directions. The hydrogen saturation of the dangling bonds provides a smooth termination of the orbitals, similar to a boundary condition at the interface with a wide gap material, but does not play a role in the electronic properties of the Ge NWs, since the hydrogen-related states appear at energies far from the energy range of the gap. We observe an anisotropy in the fundamental band gap with respect to the wire orientation and moreover we find that the bandstructures are weakly affected by the atomic relaxation. As in Ref. [29] we find a clear direct gap at $\Gamma$ in the [110]-oriented wires, induced by quantum confinement effects, that makes this type of wire
suitable for photoluminescence applications; whereas for the other two orientations we find a small difference between direct and indirect minimum gaps, but in all cases the wires remain characterized by an indirect fundamental gap. This is at variance with the case of Si NWs, where direct band gaps at \( \Gamma \) were found for [100], [110] and [111] oriented wires [30–32]. This difference is due to quantum confinement effects on the conduction band minima, that in the two bulk semiconductors are differently located. In Si they occur in the [100] directions about 80% of the way to the zone boundary, in Ge along the [111] directions centered on the midpoints of the hexagonal zone faces. In Table 1 we show in detail all the values of the electronic DFT-LDA gaps for the ideal (unrelaxed) and relaxed structures; when the minimum gap is indirect we explicitly report its value in the third (unrelaxed) and fourth (relaxed) column.

In order to emphasize the dependence of band gaps not only on the size of the wires but also on the different orientations we plot the values of the electronic DFT-LDA direct gaps in panel (b) of Fig. 4.

In Fig. 5 we plot some optical spectra for the [110] oriented wires \((d = 4 \, \text{Å}, 8 \, \text{Å})\), calculated at the independent-particle level with and without the inclusion of local-field effects. This shows how the dielectric response is strongly modified, in these confined 1D systems, by taking into account their inhomogeneity (RPA + LFE). In particular, including the local-field effects, we observe a small change in the optical spectrum for light polarized along the wire axis (\( x \)-direction, left panels), while we find an important intensity reduction for the perpendicular light polarization (\( y \)-direction, right panels). Similar behaviour has been observed in other 1D systems, like nanotubes, by other groups using the same ab-initio approach.

### Table 1

<table>
<thead>
<tr>
<th>wire orient.</th>
<th>wire size</th>
<th>direct ideal</th>
<th>direct relaxed</th>
<th>indirect ideal</th>
<th>indirect relaxed</th>
</tr>
</thead>
<tbody>
<tr>
<td>[100]</td>
<td>0.4 nm</td>
<td>3.93</td>
<td>3.95</td>
<td>3.87</td>
<td>3.92</td>
</tr>
<tr>
<td></td>
<td>0.8 nm</td>
<td>2.60</td>
<td>2.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2 nm</td>
<td>1.85</td>
<td>1.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[110]</td>
<td>0.4 nm</td>
<td>2.21</td>
<td>2.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8 nm</td>
<td>1.27</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2 nm</td>
<td>0.90</td>
<td>0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[111]</td>
<td>0.4 nm</td>
<td>3.43</td>
<td>3.49</td>
<td>3.24</td>
<td>3.26</td>
</tr>
<tr>
<td></td>
<td>0.8 nm</td>
<td>2.12</td>
<td>2.14</td>
<td>2.09</td>
<td>2.09</td>
</tr>
<tr>
<td></td>
<td>1.2 nm</td>
<td>1.55</td>
<td>1.57</td>
<td>1.53</td>
<td>1.53</td>
</tr>
</tbody>
</table>

**Fig. 4** (online colour at: www.pss-b.com)  
(a) Geometrical structures of the 0.4 nm Ge wires in the [110] (top), [111], and [100] (bottom) directions shown from the side (left) and from the top (right). Large spheres represent Ge atoms; small spheres are hydrogen atoms used to saturate the dangling bonds.  
(b) Plot of the DFT-LDA direct band-gaps as a function of the wires size, with (diamonds) and without (circles) atomic structural relaxation.
approaches \[33, 34\]. The reason why the RPA, without LFE, fails in the direction perpendicular to the wire axis is due to the depolarization effect which is created by the polarization charges induced in the system \[33\]. The depolarization is accounted for only if LFE are included, and is responsible for the suppression of the low energy absorption peaks in the \(y\) direction, rendering the wire almost transparent in the studied energy window. Moreover an interesting point, shown recently by F. Bruneval et al. \[35\], is that the local-field effects obtained with the ab-initio techniques described in the present manuscript, can be reasonably taken into account by means of a classical effective-medium theory (EMT): in fact they have shown, for Si nanowires, that the dielectric function, corresponding to the perpendicular and the parallel directions, experiences similar changes to those obtained with ab-initio calculations, when the Maxwell–Garnett equation, for one-dimensional systems, is applied to the dielectric function of Si bulk \[35\].

In Ref. \[28\] other spectra, obtained overcoming the random phase approximation, but including both self-energy corrections and e–h interaction, show very important band-gap opening, two or three times bigger than in bulk Ge, as well as very strong e–h interactions. Furthermore a significant cancellation of self-energy and electron–hole interaction effects (as seen from the onset of the optical spectrum) has been observed in the \[111\] and \[100\] oriented wires which have a quasi zero-dimensional character, appearing as a collection of small clusters connected along the axis \[28\].

4 Conclusions

The first-principles theoretical and computational scheme, obtained from a combination of density functional and many body perturbation theories, which nowadays allow the calculation of both ground and excited state properties of many materials, has been summarized here. Some examples of low dimensional system optical spectra, where many-body effects strongly influence the dielectric response, have also been given.
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